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Abstract. The increasing complexity of modern multi- and many-core
hardware design makes performance tuning of parallel applications a
difficult task. In the past, auto-tuners have been successfully applied to
minimize execution time. However, besides execution time, additional
optimization goals have recently arisen, such as energy consumption or
computing costs. Therefore, more sophisticated methods capable of ex-
ploiting and identifying the trade-offs among these goals are required.
In this work we present and discuss results of applying a multi-objective
search-based auto-tuner to optimize for three conflicting criteria: exe-
cution time, energy consumption, and resource usage. We examine a
method, called RS-GDE3, to tune HPC codes using the Insieme paral-
lelizing and optimizing compiler. Our results demonstrate that RS-GDE3
offers solutions of superior quality than those provided by a hierarchical
and a random search at a fraction of the required time (5%) or en-
ergy (8%). A comparison to a state-of-the-art multi-objective optimizer
(NSGA-II) shows that RS-GDE3 computes solutions of higher quality.
Finally, based on the trade-off solutions found by RS-GDE3, we provide
a detailed analysis and several hints on how to improve the design of
multi-objective auto-tuners and code optimization.

1 Introduction

The performance of a software application crucially depends on the quality of its
source code. The increasing complexity and multi/many-core nature of hardware
design have transformed code generation, whether done manually or by a com-
piler, into a complex, time-consuming, and error-prone task which additionally
suffers from a lack of performance portability. To mitigate these issues, a new re-
search field, known as auto-tuning, has gained increasing attention. Auto-tuners
are an effective approach to generate high-quality portable code. They are able
to produce highly efficient code versions of libraries or applications by generating
many code variants which are evaluated on the target platform, often delivering
high performance code configurations which are unusual or not intuitive.
Whilst earlier auto-tuning approaches were mainly targeted at execution time
[1], other optimization criteria such as energy consumption or computing costs
are gaining interest nowadays. In this new scenario, a code configuration that



is found to be optimal for low execution time might not be optimal for an-
other criterion. Therefore, there is no single solution to this problem that can
be considered optimal, but a set, namely the Pareto set, of solutions (i.e. code
configurations) representing the optimal trade-off among the different optimiza-
tion criteria. Solutions within this set are said to be non-dominated: any solution
within it is not better than the others for all the considered criteria.

This multi-criteria scenario requires a further development of auto-tuners,
which must be able to capture these trade-offs and offer the user either the
whole Pareto set or a solution within it. Although there is a growing amount of
related work considering the optimization of several criteria [2, 3, 4, 5, 6], most
of them consider two criteria simultaneously at most, and many fail in capturing
the trade-off among the objectives.

In this paper we investigate the auto-tuning of parallel codes using the In-
sieme compiler to optimize three different criteria: execution time, resource us-
age and energy consumption. For tuning the codes, we consider as optimization
knobs: dynamic concurrency throttling (DCT, later on referred to as used cores),
loop tiling, and frequency and voltage scaling (DVFS). We examine the obtained
results in detail to analyze and illustrate the complex interactions between op-
timized software and hardware. To the best of our knowledge, this is the first
work exploring an auto-tuner to optimize parallel programs for more than two
objectives and analyzing trade-offs among these objectives. Our main findings of
this work demonstrate that: (1) RS-GDE3 can be successfully applied to a three-
objective optimization problem without any modifications or restrictions and (2)
the trade-off between execution time and energy consumption, dependent on ef-
ficient parallelization, can be explained by investigating resource usage. Further-
more, we compare RS-GDE3 with a state-of-the-art multi-objective optimizer
(NSGA-IT) that has been adjusted to deal with three objectives. The results
show that RS-GDE3 derives solutions with better quality than an NSGA-II-
based solution.

The paper is structured as follows: Section 2 describes the auto-tuning infras-
tructure used for this work. The experiment design, the objectives of interest, the
target codes and hardware platform are outlined in Section 3. Section 4 presents
our results and their detailed analysis. Finally relevant related work is listed in
Section 5 and Section 6 concludes.

2 Insieme Compiler

2.1 Auto-Tuning Infrastructure

Our work is based on the Insieme compiler, a multi-objective auto-tuning opti-
mizing compiler and runtime system for parallel codes [7].

Figure 1 illustrates the overall architecture of Insieme. An input code is
loaded by the compiler (1), analyzed and prepared (2) to be tuned prior to
execution. During this process, a set of tunable parameters are identified, en-
compassing loop tile sizes, number of cores involved in the computation as well
as the frequency setting of the CPUs. Afterwards, the optimizer conducts auto-
tuning (hence we use the terms auto-tuner and optimizer interchangeably) by
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Fig. 1: Overview of the Insieme compiler, adapted from [7].

iteratively selecting sets of configurations for each code to be evaluated (exe-
cuted) on the target system (3). At the end, the optimizer derives a Pareto set
consisting of the best configurations found. These are passed to the backend
(4) and compiled into multi-versioned code (5). The runtime system can then
dynamically select the preferred code version to be executed (6).

2.2 Optimizers

The main search engine of Insieme, described in previous work of the authors [7],
is called RS-GDE3 and aims at computing the Pareto set of code configurations.
RS-GDE3 combines an approximation technique from the class of Differential
Evolution (DE) and a search space reduction mechanism based on Rough Set
theory. The goal of this latter technique is to reduce the search to a small area
where RS-GDE3 assumes the location of the optimal configurations. This method
was successfully applied to an optimization problem with two conflicting objec-
tives in [7], whereas we apply it for the first time to three objectives in this
work. However, RS-GDES3 is a true multi-objective optimizer that can handle an
arbitrary number of objectives within the scope of Pareto optimality.

In addition to RS-GDE3, the Insieme compiler includes two other search
engines, which are used in this paper to compare with, based on a hierarchical
and a random search. The hierarchical search evaluates points on an equidistant
grid defined over each tunable parameter. Random search generates a set of code
configurations by randomly setting the values of each tunable parameter.

3 Experiment Design

3.1 Objectives

In this work we try to optimize parallel programs for three objectives and in-
vestigate the trade-offs between them: execution time, resource usage, and
energy consumption.

FEzecution time is inherently an objective of interest, as providing results
within the shortest possible time is desirable for most programs.

We furthermore include resource usage, denoted by r(z) = x - t,(x) with =
being the number of cores involved in executing the program and ¢,(z) denoting



Table 1: Code Characteristics.
Problem  Compu- No. of CPU Freq. Total No. of

Code Size tation Memory  Tile Sizes Cores (Ghz) Configurations
mm 12002 O(N?) O(N?%)  (1-600)® 1.11- 10T
dsyrk 12002 O(N?) O(N?)  (1-600)3 1227 1.11 - 10!
;. : 2 2 2 2 s 10
jacobi-2d | 10000 O(N?)  O(N?)  (1-5000)* 135 'Tyrhe 1.28 - 10!
3d-stencil | 600 O(N?)  O(N?) (11 fggg Boost 4.61-10
2 - ) 11
n-body | 500000  O(N%)  O(N) oo 2.56 - 10

the parallel execution time, as an objective to reflect computing costs. Most eco-
nomic cost models that focus on computational resources, such as the ones used
by cloud providers, are based on CPU hours [8]. Similarly, many academic com-
puting centers base their accounting on CPU hours even if users are not charged.
Hence, we believe that resource usage (reflecting computing costs — economic or
otherwise) is an important optimization goal for parallel applications.

As a third objective of interest we consider emergy consumption. Reducing
it is of interest to both HPC center operators and users (as future cost models
might include energy consumption due to its increasing workload dependence).
To optimize also for energy, we require information about the energy consump-
tion of parallel programs. The CPU is the largest contributor of the overall
energy consumption of a non-accelerated HPC node that can also be influenced
the most by the workload executed. Hence, we focus our energy optimization
efforts on this component and rely on the Intel RAPL interface. It offers estima-
tions with a resolution of 15.3 microjoules at a rate of 1 KHz for the entire CPU
package. Recent related work showed RAPL to be accurate enough for purposes
such as ours [9]. It should be noted that we use RAPL due to its wide availabil-
ity, however the Insieme compiler can use any energy measurement/modeling
system that meets the necessary accuracy and resolution requirements.

Let E; be the energy consumption of a code executed on any number of
cores of CPU socket ¢ € P where P denotes the set of all sockets that have cores
participating in the execution of a parallel program. Then Eiotar = Y ;cp Es
denotes the overall energy consumption of the code. For brevity, we refer to
execution time only as time and to energy consumption as energy throughout
the rest of the paper.

3.2 Benchmarks and Target Platform

Our benchmarks consist of a matrix multiplication kernel (mm, using an ijk loop
order), a BLAS-3 linear algebra kernel (dsyrk, computing B = A x AT + B), two
stencil codes (jacobi-2d and a generic 3x3x3 3d-stencil) and an implementation
of an n-body simulation. Except for the mm and dsyrk codes, all of them exhibit
distinct computation and memory complexities as listed in Table 1 and hence
considerably different memory reuse and access patterns. Furthermore, although
identically categorized in terms of complexity, the memory access patterns of mm
and dsyrk are very different since the (on-the-fly) transposition of A eliminates
the unaligned matrix access conducted within the mm code. Table 1 also lists
the tunable parameters and their ranges for each code.



Table 2: Parameter Settings of the Optimizer.
Algorithm Parameters
RS-GDE3 |C] =30, CR=0.5, F=0.5
21 values per tiling parameter (2D tiling problems)
8 values per tiling parameter (3D tiling problems)
6 different numbers of cores
6 different frequencies

Hierarchical Search

The target platform is a quad-socket shared-memory system equipped with
Intel Xeon E5-4650 Sandy Bridge EP processors, each offering 8 cores clocked
at 1.2-2.7 GHz (up to 3.3 GHz with Turbo Boost). Each core features private
L1 and L2 caches of 64 and 256 KB each in addition to the CPU-wide shared
L3 cache of 20 MB. The system provides 128 GB of main memory, uses a Linux
operating system with a 3.5.0 kernel and our backend compiler is GCC 4.6.3.
Hyper-Threading was not used in any of our experiments.

3.3 Configuration of the Optimizers

We have run the three optimizers available within the Insieme framework: RS-
GDES3, hierarchical search, and random search. The parameters for RS-GDE3
and hierarchical search are described in the following and summarized in Ta-
ble 2. In the case of RS-GDE3, we need to set the size of set C' of code configu-
rations (processed by RS-GDE3), the parameters CR and F required by the DE
method, and the termination condition of the algorithm. These values have been
determined during a preceding tuning phase , have an impact on the optimiza-
tion results and may differ for different architectures. As termination condition,
RS-GDE3 stops when it does not generate a better code configuration for m
consecutive iterations (to be set by the user, 5 in our case).

For the hierarchical search only the sampling grid needs to be defined. It
depends on the number of tunable parameters and defines the total number
of configurations to be evaluated. We have configured the hierarchical search
with a grid such that at least 15000 different configurations are examined. For
generating the grid we only need to specify how many equidistant values we
consider for every tunable parameter (note that for the number of cores, we only
select powers of 2).

Finally, for the random search, we need to specify the number of configura-
tions to be examined (also 15000 for this work) and the probability distribution
to be used (uniform probability distribution).

3.4 Comparison Criteria

To systematically compare different search-based optimization strategies we use
two different metrics: (1) the efficiency of each strategy, and (2) the quality of
the configuration set obtained.

Efficiency. N denotes the total number of configurations evaluated and re-
flects the effort of the auto-tuner. Furthermore, time-to-solution and energy-to-
solution respectively refer to the amount of time and energy spent by a search
method to arrive at a final configuration set S.



Table 3: Performance Comparison of the Different Evaluated Algorithms.
Hierarchical Search Random RS-GDE3
Code N |S| IS/ Vv(s)] N TS| IS V| N 1] IS/ V8)
mm | 18432 18 2% 0.00 | 15000 4.4 0% 0.33| 956.2 23.4 98% 0.48
dsyrk | 18432 21 5% 0.00| 15000 2.2 11% 0.17| 1149.6 24.8 98% 0.31
jacobi-2d| 15876 31 78% 0.69 | 15000 17.2 5% 0.55 | 1243.6 29.8 75% 0.76
3d-stencil 15876 30 22% 0.75| 15000 24.8 60% 0.61 | 981.4 28.2 77% 0.76
n-body | 15876 26 0% 0.50 | 15000 30 17% 0.70 | 1801.4 29.6 87% 0.77

Quality. Assessing the quality of a configuration which optimizes only one ob-
jective can be achieved by simply analyzing its value in that objective. However,
comparing configurations of a multi-objective optimization problem is more com-
plex since it requires comparing sets —the computed trade-offs— instead of single
values. The hypervolume V(S) of a set of non-dominated configurations S is a
metric proposed in [10] that solves this problem. It consists of the normalized
volume —an area in case of a dual-objective problem— containing configurations
that are worse than those contained in S. In other words, for any configuration
enclosed by that volume there is a configuration in S with better values for all
the considered objectives. Obviously, the larger the hypervolume the better the
quality of the configurations in S. The largest hypervolume value (V(S) = 1)
belongs to the utopia point (unattainable optimal configuration), i.e. the point
consisting of the optimum value for each criterion.

We also propose another metric to evaluate the quality of S: the freedom in
selection. The metric aims to quantify how many different high quality configu-
rations a technique exposes to the user. Simply using |S| to measure this does
not completely address the problem: e.g. a configuration set obtained by strategy
A could contain a lot of points dominated by the single point computed with
strategy B. For this reason, we also employ |S|’, denoting the relative amount of
configurations which are not dominated by the configurations computed by any
other of the auto-tuners used. Hence, the higher the percentage, the higher the
quality of the configurations contained within S.

Since random search and RS-GDE3 are stochastic algorithms, results of a
single run are not sufficient for a meaningful comparison. In our evaluation we
use the arithmetic means N, |S|, |S|” and V(S), derived over five runs, as directly
comparable substitutes.

4 Experimental Results

4.1 RS-GDE3 Evaluation

Table 3 gives an overview of the performance of RS-GDE3 compared to hierar-
chical and random search with respect to the three considered metrics. It shows
that RS-GDE3 needs only 5-12% of the number of evaluations compared to the
hierarchical and random search strategies to provide configurations that domi-
nate between 77% and 100% of the configurations offered by the other two. In
addition, the configuration sets offered by RS-GDE3 span larger hypervolumes
than the configuration sets provided by hierarchical and random search.



Beyond the already low number of evaluations compared to hierarchical and
random search, RS-GDE3 requires even less time and energy for finding the
final configuration set since it quickly converges on good solutions during the
search. Hence, only 0.7-7.2% of the time and 1.2-8% of the energy are required
by RS-GDE3 compared to hierarchical and random search. It should be noted
that the optimization problem cannot be simplified by sequentially optimizing
parameters (e.g. finding an optimal tile size first and then tuning the number of
cores), as the optimal choices for these settings are inter-dependent [7].

4.2 Energy-Time Trade-off as a Function of Resource Usage

Related work has already shown the existence of a trade-off between time and
power consumption [5]. It is easily explained by different levels of CPU usage:
faster configurations commonly use a higher number of cores, naturally demand-
ing a higher power budget. Trade-offs between time and energy have been less
studied in literature and are more difficult to obtain/explain since energy also
depends on time. Thus, any optimization providing a trade-off between time and
energy must in-/decrease power consumption disproportionally high compared
to the de-/increase in time. Our experiments show that the trade-off between
time and energy varies with the resource usage and can expose different be-
haviors. In the rest of this section, we analyze these results and describe which
parameters/situations are responsible for such trade-offs.

For the sake of clarity, we summarize our results using a graphical represen-
tation as the one presented by Figure 2a. It shows the time, energy, and resource
usage behavior of the set of code configurations computed by RS-GDE3 for dif-
ferent benchmark codes (in this case mm). These configurations (described in
Table 4) are first ranked according to the number of sockets used; configurations
using the same number of sockets are further sorted by increasing resource usage.

In all our evaluated problems (see Figure 2) we can observe two different
parts: a part where time and energy are highly positively correlated, and a second
one indicating a trade-off between the two. In all the cases, the first part always
corresponds to configurations using a single CPU socket. As a consequence, we
structure our discussion in two blocks: the single-socket and the multi-socket
case. It should be noted that RS-GDE3 computed configurations that use up to
four sockets for all problems except for jacobi-2d. This is explained by an average
scaling behavior of the jacobi-2d code, which reaches its minimal execution time
by using 10 cores instead of the maximum of 32. The remaining four codes scale
well on our target hardware.

The single-socket case. The results show that the configurations using only
one socket can be further divided into a subset where reducing time also reduces
the energy, and a subset where reducing time increases the energy. Without loss
of generality we focus our discussion on the example of matrix multiplication
(Figure 2a). When taking resource usage into consideration, we observe that
time and energy are highly correlated when resource usage is low; however, this
only holds until the resource usage reaches a critical point (configuration no. 5
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Fig. 2: RS-GDE3 computed trade-offs among time, energy and resource usage.

in Figure 2a), when both, energy and time, become conflicting objectives (i.e.
energy can be further reduced from that point onwards while time increases).

A detailed analysis of the computed configurations (listed in Table 4) reveals
that they use almost identical tile sizes. These values correspond to an optimal
(local or global) tile size configuration found by the auto-tuner. Thus, once
this optimal tile size configuration has been found, there are only two tunable
parameters influencing the behavior of a code: the number of cores and the clock
frequency.

Due to our sorting, the left-most configuration in Figure 2a is the one with
the lowest resource usage (only one core in use, at the highest frequency). From
this point, increasing the number of used cores reduces the time, and at the
same time also the energy. The reason for this behavior can be explained with
the power consumption breakdown of the CPU: using a single core requires most
off-core entities of a socket to be active, such as the last level cache or the mem-
ory controller. Generally, increasing the number of used cores does not require
providing additional power to activate those entities. Hence, doubling the num-
ber of used cores for example does not usually require double the power. Thus, as
both time and power per used core decrease, the overall energy is also reduced.
In fact, our experiments show that configurations no. 1-5 in Figure 2a, where
time and energy do not conflict, only differ in the number of used cores. Note



Table 4: Details of all mm configurations depicted in Figure 2a.

Conf. No. 1 2 3 4 5 6 7 8 9 10 11 12 13
Tile Size A 37 30 24 31 30 30 30 30 30 30 30 30 21
Tile Size B 248 248 248 248 236 248 248 248 248 248 248 248 248
Tile Size C 6 6 6 6 6 6 6 6 6 6 6 6 6
No. of Cores 1 2 3 6 8 8 8 8 8 8 8 8 12
CPU Freq. (GHz)| 2.7 2.7 2.7 27 27 27 25 23 22 20 19 16 2.7
Conf. No. 14 15 16 17 18 19 20 21 22 23 24 25 26
Tile Size A 18 30 18 30 32 31 25 21 30 15 24 21 24
Tile Size B 248 248 248 248 248 248 248 248 248 248 248 248 248
Tile Size C 6 6 6 6 6 6 6 6 6 6 6 5 6

No. of Cores 16 16 16 16 16 19 20 23 23 24 24 32 32
CPU Freq. (GHz)| 2.7 2.6 23 22 1.7 27 26 27 23 27 23 27 27

that this holds only for scalable codes such as the ones used in our experiments.
If a code does not scale sufficiently, parallelization may lead to a disproportion-
ally low decrease in time compared to the increase in power, and the overall
energy will increase as well. Since we target HPC codes, we assume scalability
for the rest of the analysis. Our first observation can then be stated as follows: 1.
Assuming scalable codes, parallelism is a way of reducing both time and energy
when using a single socket computing system if the other parameters are kept
invariable.

The second way of modifying the behavior with regard to the left-most con-
figuration is via frequency tuning. Lowering the frequency — despite possibly
decreasing the energy — increases time. The results of RS-GDE3 show that fre-
quency tuning leads to dominated configurations if it is applied before fully
exploiting parallelism. The reason explaining this is very simple. For every other
configuration, the optimizer finds a configuration with increased parallelism re-
ducing the time and obtaining a higher energy reduction than by using lower
frequencies. Our second observation can be stated then as: 2. In a single-socket
scenario, parallelism allows for higher rates of energy reduction than frequency
tuning and, in addition, reduces time.

Once the maximum number of cores has been reached, the auto-tuner ex-
ploits frequency tuning. These configurations correspond to the second part of
the graph, where energy and time are conflicting objectives. As follows from our
previous discussion, decreasing the time is no longer possible since parallelism
has been already exploited and all cores are working at their maximum frequen-
cies. Decreasing the frequency will naturally increase the execution time but
energy reductions can be achieved, caused by the cube root rule [11]: the power
consumption of a CPU scales cubically as long as its voltage changes with the fre-
quency in a correlated fashion; however, the performance of a code usually scales
at most linearly with the CPU clock frequency. Hence, a trade-off between time
and energy is formed and continues up to the energy-optimal frequency setting.
This energy-optimal setting is workload-dependent and was found to be around
1.5 GHz on our target platform by our auto-tuner, as lower frequencies show an
increase in energy (because the CPU voltage cannot be scaled down accordingly
by the hardware). Thus, as lower frequencies would worsen all three objectives,
such configurations are rejected by the optimizer. Our third observation in this



case is: 3. When parallelism has been already exploited, energy can still be further
reduced by the sake of slightly increasing time, via applying frequency tuning.

The multi-socket case. Again, without loss of generality we focus on the re-
sults depicted by Figure 2a. According to the results illustrated in that graph,
moving to a configuration using an increased number of sockets has been suc-
cessfully exploited by the auto-tuner. In such situations, RS-GDE3 has always
found a configuration which reduces the time compared to configurations using a
lower number of cores (see for example the first configurations using two, three,
or four sockets in Figure 2a). However, this jump to a higher number of sock-
ets always comes with an increase in energy. Thus, our observation (1) in the
previous section does not hold in the case of using multiple sockets due to the
required energy to operate additional sockets. This fact allows us to state our
fourth observation: 4. Multiple sockets can be exploited to decrease the execution
time of an application but not to further reduce its energy.

Our experiments also reveal that, when using more than one socket, the
number of cores leading to optimal trade-off configurations does not gradually
increase as in the single socket case, but almost instantly reaches the maximum
number. This results in our fifth observation: 5. Optimal trade-off configurations
using more than one socket span over the mazximum number of available cores.

We also observe that the energy can be reduced by the sake of increasing
the time. This situation corresponds to observation (3), where the auto-tuner
reduced the frequency for energy savings. Therefore, that observation also applies
to the case of configurations involving several sockets at a full utilization level.

In addition to the results presented so far, we investigated whether Turbo
Boost might have any effect on our observations. Our experiments showed that,
while Turbo Boost allows RS-GDE3 to generate additional solutions (with lower
execution time and higher energy compared to not using Turbo Boost, therefore
extending the solution set in one direction), all our observations are valid whether
Turbo Boost is enabled or disabled.

4.3 Comparison of RS-GDE3 with NSGA-II

We have shown the potential of our RS-GDE3 method for three-objective auto-
tuning compared to a hierarchical and a random search. The aim of this section
is to empirically evaluate RS-GDE3 when compared to other multi-objective
optimizers that have been adjusted to deal with three objectives. Neverthe-
less, it should be noted that without such modification, none of them can be
used for auto-tuning with three conflicting objectives. To that end, we chose
NSGA-II [12], the most popular algorithm for multi-objective optimization. For
a fair comparison, we configured NSGA-II to evaluate the same number of con-
figurations as RS-GDE3. Table 5 lists the results of this comparison for each of
our benchmark codes. It shows that the Pareto sets obtained by RS-GDE3 span
larger hypervolumes than the ones achieved by NSGA-II, hence providing better
solutions. Furthermore, RS-GDE3 offers at least the same number of solutions
as NSGA-II. Thus, overall, RS-GDE3 outperforms NSGA-II.



Table 5: Performance Comparison of RS-GDE3 with NSGA-II.
RS-GDE3 NSGA-II

Code |S| V(S) S| V(S)
mm 17 0.65 17 0.64
dsyrk 20 0.93 8 0.78
jacobi-2d| 30 0.83 30 0.74

3d-stencil 25 0.93 20 0.87
n-body 30 0.88 30 0.82

5 Related Work

There is a wide range of related work in the field of auto-tuning. One possible
approach is machine learning (ML), however it has never been used in a truly
multi-objective fashion. Search-based methods as used in Active Harmony [1]
pose an alternative to ML. They have been successfully applied for computing
the whole set of Pareto efficient solutions for up to two criteria, (e.g. execution
time and efficiency [7] or execution time and compilation time [4]).

The recent concern for power and energy consumption is reflected in the
growing amount work applying auto-tuning to optimize them. Whether they
consider power or energy, in addition to execution time, most of them fail to
capture the full trade-off and only compute a single solution. Some works use
models for power/energy and execution time and apply dynamic programming
for optimization [2], while others obtain real power measurements [3]. Similar
efforts include exploiting slack time for example in OpenMP [6]. However, hardly
any of these approaches compute the full Pareto set of solutions. Reducing this
trade-off to a predefined number of solutions may limit the freedom of selecting
a solution and render detailed trade-off analyses impossible. To the best of our
knowledge, [13, 14] are two of the few works investigating that trade-off.

To the best of our knowledge, this is the first application of an auto-tuner
to optimize three objectives. We also provide a detailed analysis of the identi-
fied trade-offs. While present in several related works, they do not directly deal
with optimization or auto-tuning. They rather analyze trade-offs for changing
hardware or software configurations. Predominantly using manually preselected
solutions, instead of automatically obtained ones, many investigate DVFS or
DCT [15], while some evaluate application model changes [16].

6 Conclusion

In this work, we have shown the application of a multi-objective auto-tuner which
optimizes for three conflicting criteria: execution time, resource usage and energy
consumption. We compared RS-GDE3 with a hierarchical and a random search
and showed that it requires at least 93% less time and 92% less energy to obtain
solutions of equal or higher quality in a benchmark composed of five represen-
tative codes. A comparison to a modified state-of-the-art optimizer, NSGA-II,
shows that RS-GDE3 offers solutions of higher quality. We identified the com-
plex relationships between the three objectives and the effect of our tunable
parameters on them. Our results have been outlined with clear observations to
be used to guide the development of auto-tuners and code optimization.
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